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No risk of resource wars --- all the hotspots will disappear --- apocalyptic scenarios are invented to justify military spending.
Thomas P. M. Barnett, 3/23/2009. Visiting scholar at the University of Tennessee's Howard Baker Center, former Senior Strategic Researcher and Professor in the Warfare Analysis & Research Department, Center for Naval Warfare Studies,  U.S. Naval War College, AM in Regional Studies: Russia, Eastern Europe and Central Asia and a PhD in Political Science from Harvard. “Threat of Great Power War Recedes,” Korea Times, http://www.koreatimes.co.kr/www/news/opinon/2009/03/137_41779.html.

While difficult to keep in mind amidst today's economic nationalism, a global middle class of unprecedented size rises in the emerging markets of the East and South. This accomplishment logically ensures the continuation of great-power peace, as America's grand strategy of spreading its liberal trade order reaches its global apogee. Countering this view is a growing cohort of academics and analysts who insist that such rising consumer demand will inevitably trigger ``resource wars" among the world's great powers, with climate change as an unforgiving accelerant. A little secret here: a good portion of America's defense establishment desperately needs the long-term specter of resource wars to continue justifying the big-war-centric structure of our armed forces. It needs to sell this vision of future c onflict because, without it, the small-wars community will triumph in a looming budgetary battle that will define the Obama administration's legacy in national security affairs. Here's where it gets tricky for President Obama: the three conflict scenarios that currently justify our military's big-war focus are China-Taiwan; North Korea, and Iran. All three scenarios will effectively disappear over the next half-decade.


1AR—Framework
No prior questions.  
Owen 2 (David, Reader of Political Theory at the University of Southampton, Reader of Political Theory at the Univ. of Southampton, Millennium Vol 31 No 3 p. 655-657)

Commenting on the ‘philosophical turn’ in IR, Wæver remarks that ‘[a] frenzy for words like “epistemology” and “ontology” often signals this philosophical turn’, although he goes on to comment that these terms are often used loosely.4 However, loosely deployed or not, it is clear that debates concerning ontology and epistemology play a central role in the contemporary IR theory wars. In one respect, this is unsurprising since it is a characteristic feature of the social sciences that periods of disciplinary disorientation involve recourse to reflection on the philosophical commitments of different theoretical approaches, and there is no doubt that such reflection can play a valuable role in making explicit the commitments that characterise (and help individuate) diverse theoretical positions. Yet, such a philosophical turn is not without its dangers and I will briefly mention three before turning to consider a confusion that has, I will suggest, helped to promote the IR theory wars by motivating this philosophical turn. The first danger with the philosophical turn is that it has an inbuilt tendency to prioritize issues of ontology and epistemology over explanatory and/or interpretive power as if the latter two were merely a simple function of the former. But while the explanatory and/or interpretive power of a theoretical account is not wholly independent of its ontological and/or epistemological commitments (otherwise criticism of these features would not be a criticism that had any value), it is by no means clear that it is, in contrast, wholly dependent on these philosophical commitme
nts. Thus, for example, one need not be sympathetic to rational choice theory to recognise that it can provide powerful accounts of certain kinds of problems, such as the tragedy of the commons in which dilemmas of collective action are foregrounded. It may, of course, be the case that the advocates of rational choice theory cannot give a good account of why this type of theory is powerful in accounting for this class of problems (i.e., how it is that the relevant actors come to exhibit features in these circumstances that approximate the assumptions of rational choice theory) and, if this is the case, it is a philosophical weakness—but this does not undermine the point that, for a certain class of problems, rational choice theory may provide the best account available to us. In other words, while the critical judgement of theoretical accounts in terms of their ontological and/or epistemological sophistication is one kind of critical judgement, it is not the only or even necessarily the most important kind. The second danger run by the philosophical turn is that because prioritisation of ontology and epistemology promotes theory-construction from philosophical first principles, it cultivates a theory-driven rather than problem-driven approach to IR. Paraphrasing Ian Shapiro, the point can be put like this: since it is the case that there is always a plurality of possible true descriptions of a given action, event or phenomenon, the challenge is to decide which is the most apt in terms of getting a perspicuous grip on the action, event or phenomenon in question given the purposes of the inquiry; yet, from this standpoint, ‘theory-driven work is part of a reductionist program’ in that it ‘dictates always opting for the description that calls for the explanation that flows from the preferred model or theory’.5 The justification offered for this strategy rests on the mistaken belief that it is necessary for social science because general explanations are required to characterise the classes of phenomena studied in similar terms. However, as Shapiro points out, this is to misunderstand the enterprise of science since ‘whether there are general explanations for classes of phenomena is a question for social-scientific inquiry, not to be prejudged before conducting that inquiry’.6 Moreover, this strategy easily slips into the promotion of the pursuit of generality over that of empirical validity. The third danger is that the preceding two combine to encourage the formation of a particular image of disciplinary debate in IR—what might be called (only slightly tongue in cheek) ‘the Highlander view’—namely, an image of warring theoretical approaches with each, despite occasional temporary tactical alliances, dedicated to the strategic achievement of sovereignty over the disciplinary field. It encourages this view because the turn to, and prioritisation of, ontology and epistemology stimulates the idea that there can only be one theoretical approach which gets things right, namely, the theoretical approach that gets its ontology and epistemology right. This image feeds back into IR exacerbating the first and second dangers, and so a potentially vicious circle arises.


AT: Market DA to perm
Markets are key to improve the quality of environmental communication and deliberation. 
Mark PENNINGTON Politics @ University of London ‘1  Environmental Markets vs. Environmental Deliberation: A Hayekian Critique of Green Political Economy New Political Economy 6 (2) p. 186

Finally, it should be recognised that where the privatisation of environmental assets and the development of ‘real’ markets is simply not viable, a powerful case remains for relying on ‘market-like’ policy tools. There has been a tendency for many Greens to criticise schemes such as tradable permits and to favour command and control mechanisms, on the grounds that market-based instruments are rooted in instrumental rationality. Dryzek, for example, argues that, although such tools may be more ‘efé cient’—because, under tradable permits, firms have a constant financial incentive to reduce pollution—command and control mechanisms are preferable on ‘moral’ grounds. According to this view, orthodox regulation is more desirable because it does not pander to the self-interest of individuals and é rms (i.e. the incentives that they face) and instead may encourage a greater degree of social communication in search of the common good.75 Dryzek, however, mistakenly conflates the case for markets with arguments from incentives. Whilst such arguments have been well to the fore in recent debates, the case for market-based instruments is by no means exhausted with the self-interest assumption. On the contrary, as this article has sought to show, from a Hayekian perspective the advantages of markets are primarily communicative. Market-based instruments, such as permits, allow firms a greater degree of flexibility and a wider variety of options as to how they fulfill pollution quotas. Command and control mechanisms, by contrast, especially when they mandate the use of specié ed production techniques, reduce the possibilitie s for social experimentation and hence may thwart the discovery of new and better methods, which may be a è icker in an entrepreneurial eye. By reducing the range of production possibilitie s and hence the amount of knowledge brought into the public realm, command and control methods may actually reduce both the level and quality of social discourse, irrespective of whether those concerned are selfish egoists or paragons of environmental virtue.

Incentives and economic framing key to solve  climate.
Michael TOMAN  RAND and  adjunct faculty member, Nitze School of International Studies, Johns Hopkins University and Bren School of the Environment, University of California Santa Barbara. ‘6  Values in the Economics of Climate Change Environmental Values 15 p. 367-369

Economic analysis explores the ways that individuals may respond to specified change impacts, or climate change policies, and the implications of those impacts and response strategies (personal and policy related) on individual well-being. With respect to behavioural responses, much of the literature on mitigation policy is concerned with how individuals may respond to changes in energy prices or regulations, since fossil fuel combustion is the principal source of greenhouse gas emissions (GHGs).3 Key analytical uncertainties in this literature echo previous controversies in energy policy literature related to resource scarcity and economic regulation of energy markets. One of the most important controversies involves the nature of individual incentives for energy efficiency and conservation, and the extent to which non-price regulations like appliance and vehicle efficiency standards can engender low-cost or even negative-cost improvements. Economics is also important for understanding the potential for adaptation to anticipated or realised climate change impacts.4 For example, to the extent that individuals can anticipate changes in temperature and rainfall, they can change what they grow as well as where, and they can organise individual and collective investments in research to increase adaptation options. Over the past decade or more, a growing number of micro-level analyses have been exploring the potential role that adaptation can play in reducing the long-term threat of climate change (see e.g. Mendelsohn 1999 and Mendelson, Nordhaus and Shaw 1994). For example, analyses of long-term cross-sectional agricultural productivity differences have been used to understand what long-term adaptation could accomplish in adjusting to a new climate regime. These kinds of studies have been supplemented by a smaller number of analyses of the costs of adjusting to a new climate system, and of how climate variability itself could give rise to costs as well as how adaptation could limit these costs.  While uncertainties and controversies remain abundant in this literature, it has definitely contributed to our understanding of the potential for adaptation and how that potential can be affected by economic incentives. The economics of adaptation also encompasses an assessment of institutional and resource scarcity barriers to better adaptation responses. Adaptation potential will be lower, for example, where knowledge or finances to alter crop patterns are limited, including subsistence agriculture practiced by the poor. Normative economic analysis has been applied to climate change impacts and policy scenarios in an effort to understand the impacts and policy implications in terms of human welfare measures. For example, a model of how temperature and rainfall may change as a result of climate change can be combined with a model of how these factors influence crop yields, and that model in turn can be combined with economic data on returns to agriculture and demands for commodities to evaluate how climate change will have economic consequences for agricultural sector incomes, for household food costs, and for overall economic well-being. Studies of this type across the range of potential climate change impacts can shed light on the costs of climate change across space and time, though in practice empirical measures of these costs are still limited and very uncertain. Much of the economic analysis of mitigation policy has addressed the economically quantified benefits and costs of policy options to make statements about ʻefficientʼ or ʻoptimalʼ policy interventions. These approaches start with a monetarily quantified aggregate climate change cost function which also represents the economically measured benefits of averting or slowing impacts, ideally once adaptation has also been taken into account. Information on avoided costs, along with information on the costs of mitigation primarily through reduced net greenhouse gas (GHG) emissions, provide a basis for comparing economically different combinations of mitigation measures (e.g., reforestation to sequester CO2, renewable energy development to lessen gross emissions, and improved landfill and agricultural management to reduce emissions of CH4, a much more potent GHG).  Typically ʻoptimalʼ mitigation economics is studied through application of relatively compact reduced-form ʻintegrated assessmentʼ models that combine summary and aggregative representations of monetised climate change impacts with reduced form models of economic activity (in particular energy use) that are the sources of climate-forcing GHG emissions (see Weyant et al. 1996 for a summary of the approach and Nordhaus 1993 for a pioneering example). These models basically are examples of intertemporal cost-benefit analyses using a discounted present value criterion as a welfare measure (the present value could be of net consumption possibilities or of consumption utility depending on the model). In these models mitigation is a global public good in that GHG reductions occurring anywhere create benefits in reducing climate change damage costs everywhere. A spatially disaggregated integrated assessment analysis can indicate a globally optimal time path of emissions mitigation according to the aggregated net present value criterion employed, and allocate shares of the mitigation across national units based on cross-country relative costs (efficiencies) of mitigation. A refinement of this analytical outcome also considers any locally realisable co-benefits from GHG mitigation in allocating shares of mitigation action (e.g., different degrees of local air quality improvement). Economic analysis has made key contributions to the design of GHG mitigation policy, drawing on broader lessons for policy design identified in the general literature on environmental economics. The use of emissions trading to lower overall mitigation costs and soften political objections in the allocation of mitigation costs is reflected in the European Trading System for CO2 emissions///
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, which began operating in 2005. This same idea is captured in the Clean Development Mechanism of the 1997 Kyoto Protocol (UNFCCC1999b), which provides for voluntary and mutually beneficial collaboration in project-level GHG mitigation and sustainable development by richer and poorer countries.  Economic modelling has highlighted the potential for cost-saving intertemporal flexibility in GHG mitigation. As shown by Wigley, Richels and Edmonds (1996) and subsequently elaborated by others, there can be several advantages to setting ambitious medium to long term global mitigation targets while also approaching their implementation more gradually. Aside from the most immediately apparent argument that mitigation costs incurred later have a lower discounted present value, a gradual approach also allows a less costly phasing out of more GHG-intensive technology and a more opportunistic phasing in of new advances in long-lived GHG technology as they occur.


